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NFDI4DS Shared Tasks

Raia Abu Ahmad1, Ekaterina Borisova1, Georg Rehm1, Stefan Dietze2, Saurav Karmakar2,
Wolfgang Otto2, Jennifer D’Souza3, Fidan Limani4, Ricardo Usbeck5

Abstract: Shared tasks have proven to be successful in proposing innovative solutions for challenging
research problems. The NFDI4DS consortium plans to host various shared tasks to tackle problems
under the umbrella of scholarly information processing. We discuss three shared tasks in detail: Field
of Research Classification, Software Mention Detection, and Tracking State-of-the-Art in Empirical
AI. We also briefly mention other shared tasks planned to be released in the future.

Keywords: NFDI; NFDI4DS; Shared Tasks

1 Introduction

Shared tasks are scientific competitions in which teams attempt to find efficient solutions
to a specific problem using shared data and evaluation measures [Pa17]. The goal is to
objectively and directly compare different methods for tackling the same problem by using
gold-standard data and common performance measures. Shared tasks are usually organised
either at conferences or workshops such as the Conference on Natural Language Learning6

or the International Workshop on Semantic Evaluation7, or by companies (e. g., Kaggle8).

In recent years, shared tasks have been very successful in advancing state-of-the-art methods
and standards to solve challenging problems [FU18]. In most shared tasks, the gold-standard
dataset is made publicly available after the competition, thus providing valuable resources
for the research community [Pa17]. Recent work has also introduced guidelines to ensure
transparency and reproducibility of shared tasks in order to benefit scientific progress [Es21].
By utilising competitiveness among participants, shared tasks have proven to significantly
encourage the development of novel and innovative solutions [Pa17].
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This paper presents three shared tasks that are part of the NFDI for Data Science and AI
(NFDI4DS) project.9 We also briefly introduce tasks currently under development. All
shared tasks mentioned in Section 2, 3 and 4 are planned to start in 2024.

2 FoRC: Field of Research Classification for Scholarly Publications

The fast-growing pace of research has given rise to repositories and digital libraries that
capture and manage scientific knowledge. For automated processes, the information of
which scientific field a publication belongs to can assist downstream tasks. However, existing
classification systems are limited either in terms of the used taxonomy, or in terms of the
classification model itself.

We propose the Field of Research Classification (FoRC) shared task, which consists of two
sub-tasks. Subtask I is a multi-class problem for general fields of research (FoR). This
subtask uses an existing FoR taxonomy from the Open Research Knowledge Graph (ORKG)
[Au20]. The dataset was constructed by fetching scientific publications from ORKG, arXiv,
Crossref10 API, and S2AG11. The subtask I dataset consists of 59,500 scholarly papers
in English, classified into 123 FoR over five high-level fields and four hierarchical levels.
Subtask II is a fine-grained multi-label classification problem that deals with multiple
sub-fields within one specific FoR, i. e., computational linguistics (CL). This subtask will
use a hierarchical taxonomy of ca. 170 CL sub-fields structured into three hierarchical
levels that was constructed using a topic modeling approach. The dataset is currently being
developed by a team of six annotators and will contain 1,500 manually labeled articles from
the ACL Anthology.

3 SOMD: Software Mention Detection in Scholarly Publications

Across all disciplines science has become increasingly data-driven, leading to additional
needs regarding software for collecting, processing and analysing data. Transparency about
software used as part of the scientific process is crucial to ensure reproducibility and to
understand provenance of research data and insights. Furthermore, understanding software
usage, citation habits, and their evolution over time within and across disciplines can shape
the understanding of the evolution of disciplines, the influence of software on scientific
impact, and the emerging needs for computational support.

Given the scale and heterogeneity of software citations, robust methods are required, able to
detect and disambiguate mentions of software and related metadata. However, despite the
existence of software citation principles [SKN16], software mentions in scientific articles

9 https://www.nfdi4datascience.de
10 https://www.crossref.org
11 https://www.semanticscholar.org/product/api
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are usually informal and incomplete. Initial pipelines for the automated extraction through
deep learning-based NLP pipelines [Is22] usually rely on fine-tuned or otherwise supervised
models and sufficient ground truth data [Sc21].

The SOMD shared task will build on a corpus and annotation framework and existing
baselines (SoMeSci [Sc21]). In particular, we consider three different subtasks. Subtask I
will deal with recognising Software from individual sentences. At the same time software
mentions shall be classified according to its mention type, e.g., mention, usage, or creation
and the software type, e.g., application, programming environment, and plugin or package.
Subtask II will deal with extracting additional information for each software according to the
SoMeSci schema. And Subtask III will deal with classifying relations to other recognised
entities. This includes versions and developers, but also URLs or Host applications for
plugins. Evaluation will be based on exact matches rather than partial matches.

4 SOTA? Tracking the State-of-the-Art in AI Scholarly Publications

The growing number of publications poses a major challenge [Ji10]. How can we stay updated
with the fast-paced research progress? The current format of scholarly communication, with
results buried in unstructured PDFs, hinders comprehension and limits machine usability.
One potential solution is to represent research results in structured and semantic formats
within knowledge graphs (KG) of scientific knowledge [Sh09] such as the ORKG12. When
it comes to AI research, the leaderboards construct of information organisation provides
an overview of the state-of-the-art (SOTA) by aggregating results from multiple studies
addressing the same research challenge. A leaderboard typically comprises a task (T), a
dataset (D), evaluation metrics (M), and scores obtained by the model (S).

The SOTA shared task would facilitate reaping diverse machine learning observations on a
relatively non-trivial task as the automated mining of leaderboards for empirical AI research.
Subtask I will deal with TDM extraction, Subtask II with TDMS extraction, and Subtask
III with extracting URLs of source-code from publications. The dataset for each subtask is
extracted from the community-annotated Leaderboards on PapersWithCode (PwC).

5 Future Work

Four additional shared tasks are currently under development:

1. Question Answering (QA): There is currently no natural language interface that
allows users to access scholarly data, e. g., papers, authors, models, or datasets. We
will introduce a shared task at ISWC 202313 with two subtasks. SciQA [Au23] focuses

12 https://orkg.org
13 https://kgqa.github.io/scholarly-QALD-challenge/2023/

NFDI4DS Shared Tasks 933

https://orkg.org
https://kgqa.github.io/scholarly-QALD-challenge/2023/


4 Abu Ahmad et al.

on QA over scholarly data using the ORKG. DBLP-QUAD involves KG question
answering over the DBLP Knowledge Graph using DBLP-QUAD [Ba23].

2. Machine Learning Model Detection: Machine learning model (MLModel) mentions
in scholarly articles are currently unable to be detected. We are preparing a manually
annotated gold standard dataset as part of the GESIS Scholarly Annotation Project
(GSAP), comprised of annotating MLModel family, dataset model family, and their
relationships. The GSAP data will be used in two subtasks: HowMLMod will deal
with detecting how an MLModel is mentioned in an article. AncesterMLMod will
figure out which MLModel architecture is used in specific MLModel mentions.

3. Dataset Mention Detection: In Machine Learning research, ensuring the traceability
of datasets is vital due to issues like biases, data leakage, train-test contamination,
and ethical concerns. Reuse and overlap of datasets further complicate matters. We
will propose two shared tasks. The first focuses on detecting dataset mentions that are
aligned with mentions of ML models. The second task emphasizes traceability by
detecting relationships between datasets. It aims to uncover how datasets are reused
or transformed, unraveling the dataset’s history.

4. Standards, FAIR principles, and FAIR Digital Objects (FDO): The project targets
different types of research artefacts, including the ones generated from the shared
tasks, meant to benefit the NFDI4DS research community. Our goal is to evaluate the
adoption of the FDO model as means of elevating these artefacts into “actionable
knowledge units” [DSKW20], able to support existing or enable new use cases. FAIR
principles [Wi16] are a key component for this model, and this “dependency” implies
that evaluating their adoption for the NFDI4DS resources remains an important
aspect for this shared task. Finally, there are tasks across the project, such as the
adoption of metadata standards, Knowledge Organization Systems, machine-readable
representation, to name just a few, that provide a valuable input to and will be
considered in their supporting role to addressing the challenges of FDO adoption.

6 Conclusion

This paper presents three of NFDI4DS’s shared tasks, as well as four additional ones
currently under development. The shared tasks tackle challenging problems in the field of
scholarly information processing. All tasks plan to release publicly available datasets and
follow guidelines of transparency and reproducibility.
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