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from Scientific Papers - Experiences
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Abstract. This paper is about automatic recognition of entities that
funded a research work in economics as being expressed in a publication.
While many works apply rules and/or regular expressions to candidate
sections within the text, we follow a question answering (QA) based
approach to identify those passages that are most likely to inform us
about funding. With regard to a digital library scenario, we are deal-
ing with three more challenges: confirming that our approach at least
outperforms manual indexing, disambiguation of funding organizations
by linking their names to authority data, and integrating the generated
metadata into a digital library application. Our computational results by
means of machine learning techniques show that our QA performs simi-
lar to a previous work (AckNER), although we operated on rather small
sets of training and test data. While manual indexing is still needed for a
gold standard of reliable metadata, the identification of funding entities
only worked for a subset of funder names.

Keywords: Funder recognition · Question answering · Metadata

1 Introduction

Named-entity recognition (NER) has become one of the most important fields
of research in text analysis that has yielded some impressive results with regard
to identifying almost any kind of ‘thing’ or entity a text is about [12]. However,
despite of some undisputed progress in adopting and fine-tuning linguistic and
computational methods for extracting entities, we still rarely see those techniques
being adopted within digital library scenarios and applications. This may be
symptomatic: first, it still might mean quite a step even for digital libraries
and their workflows to build trust in automatic metadata extraction [7], and
secondly it requires some long-term commitment and technical expertise not
only to engage with these approaches, but also to support and maintain them
in a productive setting.

This paper is about automatic and trained recognition of research funding
agencies (FA) that are explicitly mentioned in parts or sections of scientific
c© The Author(s) 2022
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publications, which are commonly known as acknowledgement phrase (AP) or
acknowledgement text (AT). While this might appear as a simple and straight-
forward task to be perfectly handled by some NER framework or (pre-)trained
language model, we were more curious about finding if recent question answer-
ing approaches can be applied to meet three basic requirements: first, we aim
at performing as automatically as possible by generating metadata that looked
particularly suited for that purpose by implying an essentially binary decision
(‘funder/grant no. or not?’). Automatic text mining of funder information gen-
erally outperforms manual curation particularly with respect to recent papers
that are to be indexed yet, with 90% of grants (almost correctly, according to the
authors) found by text mining [4]. Taking this for granted, although a text min-
ing approach will miss around 10% recall, it suggests providing information much
more timely than a manual indexing process. Secondly, by becoming productive
we require the generated metadata to be as flawless as possible, in particular
by preventing false-positives. And thirdly, we strive for a productive setting in
terms of an existing search application indexing the funding information, e.g. as
a metadata facet.

In the following section, we discuss some related work treating NER. In
section three, we depict our corpus and textual data together with some sub-
sidiary data sets to accomplish our own NER approach. We explain our technical
approach and framework more into detail including different language models
and parameters we used. In section four, we delineate and compare the results
of our test runs. We conclude by relating the main outcomes to our three basic
requirements.

2 Related Work

In recent years, the analysis and extraction of FAs and/or grant numbers (GN)
has become subject of both experimental data analyses and retrieval applica-
tions. Many works rely on the assumption that acknowledgements are a broader
concept in scientific communication, e.g. by distinguishing between moral, finan-
cial, editorial, presentational, instrumental, technical, and conceptual support
[5]. Therefore, most approaches follow a two-stage process by first identifying a
potential textual area, before analysing this ‘candidate section’ more into detail
by distinguishing between FAs represented by their names or acronyms and
grants represented by their numbers or codes [1,3,4,6,8,13]. During the second
stage, these two metadata are constitutive for extracting FAs. Some works differ
in applying either regular expressions, rule-based and/or machine learning based
approaches, or a combination of them. While [5] and [10] use regular expressions
to identify name variations of selected FAs they are interested in, more inclusive
approaches such as [4] or [13] apply a ‘rule-based section tagger’ to identify the
most significant parts of an acknowledgement phrase including candidates for
funding entities. Classifiers for calculating and weighing the acknowledgement
phrase and its constituents rely on popular language models, such as Stanford-
CRF [6], spaCy [1] or SVMs [1,5,13]. Despite benefiting from these pre-trained
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models, only [13] and [3] made active use of supervised machine learning by
organizing and tuning their runs with different training data and continuously
adapted classifiers. Only a few works tackle the challenge of normalizing a FA’s
name by mapping it to a canonical notation [10] or an authority record from a
funder database, such as the funder registry from Crossref [6].

Apart from providing manually indexed funding data with databases such as
Web of Science1 or information portals2, some works at least temporarily inte-
grated the results of their runs into productive bibliographic online databases,
e.g. PMCEurope [4] or DBLP[3]. Even if these information services are not prop-
agating the retrieval of FAs, stakeholders such as research funders may find them
as a valuable source for assessing the impact of their fundings, as suggested and
depicted in [3].

3 Approach

3.1 Processing Pipeline

We decided to use Haystack3, a framework written in Python, for NLP based
QA through transformer-based models (e.g., RoBERTa [9], MiniLM [11]). To our
advantage there already exist several pre-trained models for QA with Haystack
on Hugging Face4, so that there was no need to train a model on our own.

Fig. 1. Processing pipeline

1 https://www.webofscience.com.
2 https://explore.openaire.eu/.
3 https://github.com/deepset-ai/haystack.
4 https://huggingface.co/models?dataset=dataset:squad v2&pipeline tag=question-

answering.

https://www.webofscience.com
https://explore.openaire.eu/
https://github.com/deepset-ai/haystack
https://huggingface.co/models?dataset=dataset:squad_v2&pipeline_tag=question-answering
https://huggingface.co/models?dataset=dataset:squad_v2&pipeline_tag=question-answering
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By manually going through different papers and analysing the wording in
which the funder information is presented, we came up with the following ques-
tions we provided to the QA system:

Table 1. Question overview: The questions in bold text are the ones that perform best
according to their F-score measures, cf. Table 2.

Number Question

1 Who funded the article?

2 Who funded the work?

3 Who gives financial support?

4 By whom was the study funded?

5 Whose financial support do you acknowledge?

6 Who provided funding?

7 Who provided financial support?

8 By which grant was this research supported?

In the processing pipeline we first extracted the plain text from a PDF doc-
ument, before we enriched it with various metadata from the repository and
its language, the latter determined via the PYCLD25 library. In the subsequent
step of pre-processing, for example white spaces and empty lines are removed.

The pre-processed plain-text documents and their metadata are then placed
in the Elasticsearch ‘Document Store’ from where they are retrieved by the
‘Search Pipeline’. This pipeline starts by processing the list of varying questions
about the funder of the research work. Then the retriever proceeds by filtering
the ‘Document Store’ and returning the documents that are most likely relevant
for each variant question. By using a pre-trained language model, the Reader pre-
dicts an answer for each question variant and provides further data, for example
an accuracy score.

While processing the APs from the documents and the funder metadata from
Crossref6 and DataCite7, another problem came to our attention. So far, we had
expected that only the funding of the research would be stated. But we noticed,
that in some of the acknowledgement sections of the publications, the funding of
open access publishing had also been acknowledged. Since only the information
on research funding was relevant to us, this posed an unexpected complication,
because now we also needed an automatic detection/filtering of these unwanted
findings.

To filter them and to lower the number of false positives, we came up with an
additional classifier. The complete pipeline including classifier is shown in Fig. 1.

5 https://pypi.org/project/pycld2/.
6 https://github.com/CrossRef/rest-api-doc.
7 https://support.datacite.org/docs/api.

https://pypi.org/project/pycld2/
https://github.com/CrossRef/rest-api-doc
https://support.datacite.org/docs/api
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The classifier receives a prediction from the QA model and checks whether it
is really a funder. For this purpose, the classifier was trained with the context
information found by Haystack in the previous steps. We balanced the dataset
before training by splitting it into 80% training data and 20% test data that
is unknown to the model. The contexts are then trained in a support vector
machine with the support of grid search for hyperparameter tuning.

In the final step of our approach we looked up the preferred labels of the
extracted funding information with the help of the authority file of the Crossref
Funder Registry v1.348 structured in RDF. It is important to note that we set
up our pipeline as asynchronous process in order to be more independent from a
just-in-time metadata generation probably demanding more powerful hardware.

3.2 Data

For our test sample we first extracted about 7100 open access documents, with
a license that would allow us text and data mining, from the EconStor9 reposi-
tory, a publication server for scholarly economic literature. In a second step we
identified 653 documents - most of them in English - with an associated DOI
in that sample. For these documents we extracted the funder information via
the Crossref and DataCite APIs. But a quick checkup revealed that not all fun-
ders mentioned in the metadata associated with the DOIs could be confirmed
in the documents. Therefore we had the APs manually labelled from these 653
documents, so that we had a list with the complete AP for each document that
indeed contained such a statement. All this data is combined into a single spread-
sheet containing information about all papers including the manually labelled
statement whether the paper was funded or not, according to our definition.
This definition excludes open access funding which was the case for four of these
papers. However, the following attributes have been stored: local repository id,
DOI, funder by Crossref API (DOI), funder by Crossref API (plain text) and the
manually extracted AP. In order to identify the funders, we used the authority
file from the Crossref Funder Registry structured in RDF with 27953 funders
and 46390 alternative labels. During our analysis we identified 83 papers to have
not been published in English.

4 Results

The F-score relates true positive (TP), false positive (FP) and false negative
(FN) values and is commonly used for measuring the quality of NER, cf. [1] or
[2]. In this paper, the following formula is used for calculation:

F =
TP

TP + 1
2 (FP + FN)

(1)

8 https://gitlab.com/crossref/open funder registry/-/commits/v1.34.
9 https://www.econstor.eu.

https://gitlab.com/crossref/open_funder_registry/-/commits/v1.34
https://www.econstor.eu
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Table 2. F-score comparison of the different language models and three best perform-
ing questions. If there is no F-score shown, the accuracy was below benchmark in data
pipeline and the language model was therefore dropped.

Question RoBERTa ELECTRA albert-xxl-v2 minilm XLM-RoBERTa

Question 4 0.6807 0.6721 0.6867 – 0.6015

Question 6 0.6135 0.6729 0.6868 – 0.6248

Question 8 0.7836 – – 0.7996 –

Two of the language models used achieve F-scores of close to 0.8 which is
equal to what [1] find.

The F-scores of the examination including the classifier differ slightly from
the results without classifier. However, the deviation is not large enough to draw
conclusions from it. In order to compare the results with and without classifier,
the test data of the model without classifier must be reduced to the test data
of the model with classifier. This results in a data set split to about 400 papers
for training and about 100 papers for testing. We found the test set too small to
make any statements about model performance. To put things into perspective,
[1] use 321 articles for testing, [3] train on 800 and test on two data sets of 600
documents and [13] train on 2100 documents which they add up iterative and test
iterative up to 1100 papers. But this overview suggests that the F-scores shown
in Table 2, based on the 653 papers calculated without the classifier, are calcu-
lated from a sample size that is similar to what other researchers have. Hence,
the presented results appear to be robust from that perspective. As additional
analysis, we looked up the preferred label for the funder names with the help
of the Crossref Funder Registry. Our algorithm utilized RapidFuzz10 text com-
parison and was able to identify 126 funding entities from the 367 funder names
correctly found with question 8 “By which grant was this research supported?”
and the “RoBERTa” model. The algorithm identified 17 funders incorrectly.

5 Discussion and Outlook

Our results demonstrate the feasibility to automatically extract funding entities,
basically confirming the results from AckNER. Our sample size was too small
to evaluate the quality of the self-trained classifier model, to this end we would
need a larger corpus. Moreover, we still require a gold standard of manually
checked funder information, as the reference data provided through Crossref
metadata turned out to be inaccurate. In particular, we could not train our
classifier for identifying and excluding open access acknowledgements, which are
becoming more frequent. With respect to transfering our results into a service
environment in terms of a digital library, we could set up an asychronous data
processing pipeline for regular metadata generation that demands maintenance
of its components, such as Haystack and some Python libraries.
10 https://github.com/maxbachmann/RapidFuzz/tree/v1.4.1.

https://github.com/maxbachmann/RapidFuzz/tree/v1.4.1
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The code and data underlying this paper is available on Github at
https://github.com/zbw/Funder-NER.
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Open Access This chapter is licensed under the terms of the Creative Commons
Attribution 4.0 International License (http://creativecommons.org/licenses/by/4.0/),
which permits use, sharing, adaptation, distribution and reproduction in any medium
or format, as long as you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons license and indicate if changes were
made.

The images or other third party material in this chapter are included in the
chapter’s Creative Commons license, unless indicated otherwise in a credit line to the
material. If material is not included in the chapter’s Creative Commons license and
your intended use is not permitted by statutory regulation or exceeds the permitted
use, you will need to obtain permission directly from the copyright holder.
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